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Body 
Language
Biomarkers of the body’s natural responses indicate 
whether an infection is viral or bacterial. MeMed’s Key 
is the latest way to listen to what the body is telling us.

A  diagnostic test that quickly 
determines if an illness with a 
fever is caused by a bacterial 

versus a viral infection could speed up 
administering the appropriate treatment 
as well as help reduce the further 
emergence of antibiotic-resistant bacteria, 
which is a serious global health threat. 
A new analyzer by the Israel-based 
company MeMed called the Key is a host 
immune-response diagnostic tool that 
can distinguish between bacterial and 
viral infections.

The Defense Threat Reduction Agency’s 
(DTRA) Chemical and Biological Technologies 
Department in its role as the Joint Science 
and Technology Office (JSTO) for Chemical 
and Biological Defense investment in 
MeMed supported the research team in 
looking for the body’s response to the 
infection to identify it instead of looking for a 
specific bacterial or viral pathogen.



The Key analyzer and BV cartridge. 
(MeMed photo)
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The new technology uses machine learning to integrate 
measurements of three key host-immune proteins 
into a score indicating the likelihood of bacterial or viral 
infections. This score, called BV, for bacterial vs. viral, 
has been measured and shown to be accurate in over 
20,000 patients.

Prior to DTRA JSTO’s investment, MeMed had already 
begun looking for biomarkers of infection to use in a rapid 
test. Through their preliminary work, the research team 
identified three biomarkers they could measure using a 
laboratory test called an Enzyme-Linked Immunosorbent 
Assay (ELISA) and an algorithm that combined these 
measurements into a score indicating bacterial versus 
viral infection—the BV score. The MeMed group validated 
the diagnostic accuracy of the BV score in various 
clinical studies with different populations and in different 
countries where the performance was compared to 
reference standards. While the ELISA test is sensitive, 
it takes up to three hours to complete and requires 
trained technicians to perform it.

The ELISA provided a proof of concept to measure the 
identified biomarkers, but MeMed wanted a faster and 
easier method to measure and report the results. With 
DTRA JSTO’s investment, MeMed developed an analyzer 
that measures proteins using magnetic particles and 

The new technology uses machine learning to integrate 
measurements of three key host-immune proteins into a 
score indicating the likelihood of bacterial or viral infections.

a reagent to detect chemiluminescence, which is a robust 
method to get the precise and reproducible measurements 
they needed. 

Other studies conducted on adults confirmed the pediatric 
studies and gave the team the confidence they had a 
BV score that MeMed could license for clinical use. 
Consequently, the team started another clinical study 
performed on American patients using MeMed’s newly 
developed analyzer in several U.S. urgent care centers 
and emergency departments, and two Israeli emergency 
departments. After a thorough review, the Food and Drug 
Administration gave both the analyzer and the single-use, 
disposable BV cartridge full clearance.

This new diagnostic tool illustrates how DTRA JSTO can 
more quickly detect biologic threats against the Joint Force 
and administer effective treatments. Warfighters and civilians 
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alike will be able to receive a quicker and more accurate diagnosis 
of their illnesses, leading to appropriate treatments, diminishing 
the administration of improper medications, and helping reduce 
the further emergence of antibiotic resistance. 

This chart illustrates the bacteria-virus dilemma with a proposed solution provided by DTRA JSTO’s investment. (MeMed image)
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An innovative tool using 
computational biology can improve 
the human body’s capability to 

rapidly design effective and potent 
antibodies against the antigen that 
triggered them. Naturally created 
antibodies identify invading pathogens 
as foreign entities and flag them for 
destruction and removal; however, 
many of these antibodies do not 
prevent disease and only bind weakly 
to pathogens or toxins. 

Machine learning 
is accelerating 
real-life antibody 
generation in a 
virtual lab.
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Hierarchical Structure Refinement Network (HSRN) 
to improve antibody affinity and function

To improve the body’s immune reaction, high-affinity 
antibodies can be cloned and manufactured to provide 
short-term immunity in pre-exposure situations or to be used 
therapeutically during illness to help suppress tissue damage, 
allow the host defenses to catch up, and eventually overcome 
the infection. The Defense Threat Reduction Agency’s (DTRA) 
Chemical and Biological Technologies Department in its 
role as the Joint Science and Technologies Office (JSTO) for 
Chemical and Biological Defense invested with researchers 
at the Massachusetts Institute of Technology (MIT) to 
design a technology capable of predicting antibody-antigen 
interactions and improving antibodies, which are an invaluable 
tool in DTRA JSTO’s arsenal against biological weapons. 

Antibody therapies are sometimes the first treatments 
available for new biological threats, as was the case in the 
beginning of the COVID-19 pandemic. However, antibody 
therapies developed from the blood of immune humans or 
animals take several months to produce, test, and formulate 
before beginning clinical trials. Typically, highly active human 
or animal antibodies are isolated and improved through 
laboratory experimentation to enhance efficacy by increasing 
binding affinity and functional activity. However, these efforts 
take a long time to develop; and in a nonemergency setting, 
such development often takes several years before clinical 
trials can start. 

Hierarchical Structure Refinement Network (HSRN) to improve 
antibody affinity and function: HSRN consists of three modules 
(in the blue boxes) to improve the fit of an antibody (top left in 
pink) to its target antigen (upper right blue virus red spike protein). 
HSRN focuses on the portion of the antibody (red portion of the 
antibody), which binds its target. 

The encoder module (top middle) defines the target-binding 
portion of the antibody as a point cloud, typically containing 
thousands of atoms, then encodes it at different resolutions for 
computational efficiency: antigen encoder (in red, finest resolution 
but higher computing cost and takes more time), atomic level 
encoder (yellow), and amino acid level encoder (green, crude 
resolution but least computing cost and time). 

The docking module simultaneously folds the antibody and docks 
it to the target, using the two encoding level forces (dark blue 
boxes with blue arrows). 

Cycling through the three modules, the HSRN uses an iterative 
refinement procedure (green circular arrows) to develop an 
improved lock-and-key tight fit between the updated antibody 
structure and target. 

Finally, the decoder module translates the docking module output 
from a point cloud into an amino acid sequence. The result of 
HSRN is a complete amino acid sequence of an antibody with an 
improved affinity for its target (upper right, antibody bound to virus 
spike protein). 
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Antibody-Antigen Docking and Design via Hierarchical Structure Refinement

Wengong Jin 1 Regina Barzilay 2 Tommi Jaakkola 2

Abstract

Computational antibody design seeks to automat-
ically create an antibody that binds to an antigen.
The binding affinity is governed by the 3D bind-
ing interface where antibody residues (paratope)
closely interact with antigen residues (epitope).
Thus, the key question of antibody design is how
to predict the 3D paratope-epitope complex (i.e.,
docking) for paratope generation. In this paper,
we propose a new model called Hierarchical Struc-
ture Refinement Network (HSRN) for paratope
docking and design. During docking, HSRN em-
ploys a hierarchical message passing network to
predict atomic forces and use them to refine a
binding complex in an iterative, equivariant man-
ner. During generation, its autoregressive de-
coder progressively docks generated paratopes
and builds a geometric representation of the bind-
ing interface to guide the next residue choice. Our
results show that HSRN significantly outperforms
prior state-of-the-art on paratope docking and de-
sign benchmarks.

1. Introduction
Recently, generative models (Saka et al., 2021; Jin et al.,
2021) have demonstrated the feasibility of de novo antibody
design to combat a pathogen of interest (i.e., antigen). In
this paper, we propose to further advance this generation
capacity by tailoring antibody design models for binding
a specific region of an antigen (an epitope). Figure 1 illus-
trates a binding interface consisting of an antigen epitope
and an antibody paratope. While a typical antigen has mul-
tiple epitopes, some of them may constitute more desirable
targets from a therapeutic perspective. For instance, binding
to a more conserved epitope decreases the chance of viral
escape and prolongs antibody efficacy (Yuan et al., 2020).

1Eric and Wendy Schmidt Center, Broad Institute of MIT and
Harvard 2CSAIL, Massachusetts Institute of Technology. Corre-
spondence to: Wengong Jin <wengong@csail.mit.edu>.

Proceedings of the 39 th International Conference on Machine
Learning, Baltimore, Maryland, USA, PMLR 162, 2022. Copy-
right 2022 by the author(s).
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Figure 1. Illustration of paratope docking and design. The docking
task assumes a paratope sequence is given and aims to predict the
3D coordinate of each atom. Paratope design assumes only the
epitope is given and seeks to generate a paratope sequence and its
3D structure for epitope binding.

Therefore, conditioning the generation process on a specific
epitope gives us more control in antibody design.

Antibody binding affinity relies on the quality of paratope-
epitope match, similar to a lock and a key. Thus, predicting
the paratope-epitope complex (docking) is the key to anti-
body engineering. There are three modeling challenges for
paratope docking and design. The first is paratope flexibility.
Existing rigid-body docking models (Yan et al., 2020; Ganea
et al., 2021) assume the ligand 3D structure is given and
fixed, so they cannot be integrated into a generative model.
Since the paratope is being generated on the fly, we need to
adjust the inferred paratope structure as more information
arrives. The second is equivariance. Prior work on paratope
design (Jin et al., 2021) cannot model a two-body system
since it predicts the absolute coordinates while the epitope
can be rotated arbitrarily. The third is efficiency. It is com-
putationally expensive to build an all-atom structure from
scratch because a binding interface usually involves hun-
dreds of atoms. Previous methods (Ingraham et al., 2018)
model protein backbone only and ignore the side-chain con-
formation, but side-chain atom contacts play an important
role in binding.

In this paper, we propose a new architecture called Hierar-
chical Structure Refinement Network (HSRN) to address
the above challenges.1 As opposed to rigid-body docking,
HSRN simultaneously folds and docks a paratope sequence
and iteratively refines its 3D structure during generation.

1The code is available at github.com/wengong-jin/abdockgen

Antibody-Antigen Docking and Design via Hierarchical Structure Refinement

The main novelty of our approach is hierarchical equivari-
ance. HSRN represents a binding interface as a dynamic,
hierarchical graph. It consists of a residue-level graph with
only Cα atoms and an atom-level graph that includes the
side chains. This multi-scale representation allows us to
factorize the paratope docking task into a global backbone
update step and a local side-chain refinement step. To en-
sure equivariance of the docking procedure, HSRN predicts
the pseudo force between atoms instead of their absolute
coordinates. During generation, the HSRN decoder builds a
series of docked paratope-epitope complexes and use their
geometric representation to select the next amino acid.

We evaluate our method on standard paratope docking and
design benchmarks (Adolf-Bryfogle et al., 2018). In terms
of docking, we compare HSRN against HDOCK (Yan et al.,
2020) and combined it with IgFold (Ruffolo & Gray, 2022)
for end-to-end paratope folding and docking. In terms of
generation, we compare HSRN against standard sequence-
based generative models and a state-of-the-art structure-
based methods (Jin et al., 2021). HSRN significantly outper-
formed all baselines in both settings, with over 50% absolute
improvement in docking success rate.

2. Related Work
Protein docking. Our method is closely related to protein-
protein docking (Kozakov et al., 2017; Yan et al., 2020;
Ganea et al., 2021), which predicts the 3D structure of a
protein-protein complex given the 3D structures of the two
unbound proteins. These approaches assumes the paratope
3D structure is given and perform rigid-body docking. In
contrast, HSRN predicts the 3D structure of a paratope-
epitope complex by simultaneously folding and docking a
paratope sequence to an epitope. In that regard, our work
is more similar to AF2-multimer (Evans et al., 2021) that
simultaneously folds two proteins. However, AF2-multimer
relies on multi-sequence alignment (MSA) and sometimes
template features to predict protein complex structures. An-
tibody paratopes are highly variable and generally lacks
MSA data. Moreover, existing docking models are not di-
rectly applicable to a generative setting where they need to
dock a partial sequence for paratope design. Our approach
does not require MSA data and can be easily integrated into
a generative design workflow.

Generative antibody/protein design. Recently, the anti-
body design community started to explore deep generative
models due to their computational efficiency compared to
traditional physics-based models (Lapidoth et al., 2015;
Adolf-Bryfogle et al., 2018). For example, Liu et al. (2020);
Shin et al. (2021); Saka et al. (2021); Akbar et al. (2021)
trained recurrent neural networks to generate paratope se-
quences. The limitation of sequence-based models is that
they do not utilize the paratope 3D structure. Therefore,

Jin et al. (2021) proposed a graph-based generative model
that co-designs a paratope sequence and its 3D structure.
However, none of these models incorporated the antigen
structure. Thus, existing methods will generate the paratope
distribution for any epitope given a fixed training set.

For general protein design, most previous methods are not
conditioned on a target protein structure. While Ingraham
et al. (2019); Strokach et al. (2020); Karimi et al. (2020);
Cao et al. (2021b) proposed generative models conditioned
on a backbone structure or protein fold, they do not model
the interaction between a generated protein and its target
protein. This limitation also applies to energy-based pro-
tein design models based on TrRosetta (Tischer et al., 2020;
Norn et al., 2021). While non-deep learning based methods
(Adolf-Bryfogle et al., 2018; Cao et al., 2021a) use dock-
ing algorithms to design target-specific proteins, they are
computationally very expensive. In contrast, we propose
a new generative model that leverages both 3D structural
information and epitope structure.

Protein structure encoder. Prior work has utilized graph
neural networks (GNN) (Fout et al., 2017), 3D convolutional
neural networks (Townshend et al., 2019), and equivariant
neural networks (ENN) (Satorras et al., 2021; Eismann et al.,
2021) to encode protein 3D structures. Similar to our work,
Eismann et al. (2021) developed a hierarchical ENN that
represents a protein in terms of backbone (Cα) and side
chains. However, their method assumes the 3D structure of a
full protein complex is given. Therefore, it can only be used
to re-rank docked structures generated by another docking
algorithm. In contrast, our model predicts the 3D structure
of the backbone and side chains from scratch. Somnath et al.
(2021) also developed a hierarchical GNN that represents
a protein in terms of triangulated surfaces and residue Cα

atoms. Their method is not applicable to our setting because
it does not model the side chain atoms.

3. Paratope Docking and Design with HSRN
When an antibody binds to an antigen, they form a joint
structure called an antibody-antigen complex. Its binding
interface consists of a paratope and an epitope. A paratope
is a sequence of residues a = a1 · · ·an in the comple-
mentarity determining regions (CDRs) of an antibody. An
epitope b = b1b2 · · · bm is composed of m residues that
are closest to a paratope. It is a subsequence of an antigen
c = c1c2 · · · cM , where bi = cei and ei is the index of
epitope residue bi in the antigen.

The epitope 3D structure Gb is described as a point cloud
of atoms {bi,j}1≤i≤m,1≤j≤ni

, where ni is the number of
atoms in residue bi. Likewise, the 3D structure of a paratope
and a paratope-epitope binding interface is denoted as Ga

and Ga,b, respectively. The first four atoms in any residue

The best antibodies fit their targets tightly like a lock and key: 
the better the fit, the better the binding affinity, the more 
effective the response. Previously, an antibody’s affinity 
was improved through antibody maturation experiments, 
but these assay-based laboratory experiments are costly, 
labor-intensive, and often do not adequately improve the 
binding affinity of a candidate antibody in a single round of 
experimentation. To overcome this constraint, researchers 
use computational biology for computer-based experiments 
to improve antibody binding affinity through mathematical 
modeling. Although these computational tools delivered 
improvements over previous methods, several limitations 
remained including reliance on pre-existing template 
features, sequences, or structures; systems capable of either 
designing or docking antibodies, but not both; and large 
computational times and costs.

As a remedy, the MIT researchers created an innovative tool 
called Hierarchical Structure Refinement Network (HSRN) to 
improve the capability to rapidly design effective and potent 
antibodies. HSRN uses a multiscale, spatial representation of 
antibody-target interactions at the atomic level that enables 
it to: 

• Predict antibody 3D structure from scratch

• Dock and design an antibody simultaneously

•  Refine the antibody structure iteratively (i.e., through 
multiple cycles of test-evaluate-retest)

• Decrease computational cost and time

HSRN improved antibody docking success rates by 50% 
and out-performed both sequence- and structure-based 
models. Accordingly, HSRN and machine (ML) learning, when 
integrated into other capabilities being developed under 
DTRA JSTO’s Discovery of Medical Countermeasures Against 
New and Emerging Threats (DOMANE) thrust area, will 
enable researchers to quickly design antibodies from scratch 
to combat existing and emerging biological pathogens. 

Antibodies designed through HSRN and ML can also 
be developed in a shorter time with greater affinity and 
efficacy than was possible with previous computational and 
laboratory tools, which will result in delivering antibody-based 
medicines and treatments to the Joint Force faster and 
decreasing the impact of biological threats. 

Free access to the research 
article is available on the 
Proceedings of Machine 
Learning Research website

HSRN improved antibody 
docking success rates by 50% 
and out-performed both 
sequence- and structure-
based models.
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